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1 Motivation
p For few-shot text classification, training numerous parameters of 

PLMs on scarce data is prone to produce over-fitting and unstable 
generalization. 

p Retrieval-based methods have shown the capability to incorporate 
retrieved memory alongside parameters for better generalization. 

p EM-based Loss (EM-L) considers 𝑧! as a latent variable and 
alternates between an E-step and a M-step until convergence.
• The Expectation-step computes the conditional probabilities:
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• The Maximization-step updates the parameters by maximizing the 

expected log-likelihood:

p Ranking-based Loss (R-L) considers the process of retrieving 𝑧!
as a ranking task.
• R-L employs a ranking loss to enhance the consistency 

between 𝑃" 𝑦 𝑥, 𝑧( [𝑦(] and 𝑃$(𝑧(|𝑥) and provide more direct 
signals to the retriever.
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p Both of EM-L and R-L aim to retrieve examples from a limited 

space more effectively and prioritize more beneficial examples for 
downstream tasks.

4 Experiment

2 Challenges
p Retrieving examples from a narrow space to improve few-shot 

learning is still challenging due to limited training data.
• Static retrieval whose metric is not task-specific (BM25/TF-IDF)

cannot be reliable for retrieving helpful samples for target prediction. 
𝑃$ 𝑧! 𝑥 = 𝑓)01) 𝑥, 𝑧! = sim 𝑥, 𝑧!

• Joint learning-based retrieval suffers from the gradient vanishing 
problem during the optimizing process, since its retrieval metric is 
updated towards the downstream task by minimizing the standard 
cross-entropy loss. 
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p The gradient norm of the joint 
learning-based retriever 
exceeds the threshold of 1e−6 
for only about 40% of the steps. 

p We aims to meet the challenge 
of weak supervision signals for 
the retriever and insufficient 
data.
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p Retrieving examples from the training set is effective in few-shot 
scenarios.

p EM-L and R-L approaches train the retriever more effectively 
than static retrieval and joint learning-based retrieval.

p The advantages of EM-L and R-L are more pronounced on 
challenging tasks, such as QQP, QNLI, and LAP.

5 Analysis
p Higher Kendall’s 𝜏 ′ of EM-L and R-L in 16-shot and 8-shot text 

classification indicates that they could prioritize more helpful 
examples according to their corresponding metrics. 

p EM-L and R-L maintain sustaining advantages and stability as 
the number of retrieval examples varies, which verifies their 
stronger supervision signals.
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p Compared with conventional methods, retrieval methods in text 
classification could comprise an example retriever 𝑓)01)(𝑥, 𝑧!) and a 
text classifier 𝑓-.3(𝑥⨁𝑧!).
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