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PART
.01 INTRODUCTION

Unified Aspect-based Sentiment Analysis (ABSA)

ATE extracts the aspect terms with obvious emotion inclinations. 
OTE aims to extract the opinion terms that express emotions.
ASC predicts the sentiment polarities of aspect terms in the given sentence.

ABSA generally consists of three sub-tasks, namely, Aspect Terms Extraction (ATE), 
Opinion Terms Extraction(OTE) and Aspect Sentiment Classification(ASC).
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The Heart of Unified ABSA

The heart of ABSA is to capture the connection between aspect terms and their 
respective opinion terms, which might make it easier to predict the sentiment polarities.
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over cooked/dried 
＋ negative

chicken
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＋ positive
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C = The main forms of precipitation include drizzle, rain, sleet, snow, graupel and 
hail... Precipitation forms as smaller droplets coalesce via collision with other rain 
drops or ice crystals within a cloud. Short, intense periods of rain in scattered 
locations are called “showers”.

Q = Where do water droplets collide with ice crystals to form precipitation?

A = within a cloud

Many tasks in natural language processing can be transformed into a question 
answering problem. Question-Answering aims to extract answer spans from a 
passage through a question.

Machine Reading Comprehension in NLP 
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Transform ABSA into A MRC Problem 

In  this  paper,  we  examine  the  unified  ABSA from a perspective of Machine Reading Compre-
hension (MRC). 
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Role Flipped Module 

Initial Aspects (Q1) Opinions(A1)

Opinions (A1, Q2) Opinions(A2)

Opinions (A2, Q3) Opinions(A3)

Opinions (AT-1, QT) Opinions(AT)

...

Round1

Round2

Round3

Round T

Based on the initial extraction results, we 
devise a role flipped module to grasp the 
connection between aspect terms and relevant 
opinion terms in-side the sentence
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Transform ABSA into A MRC Problem 

Finally, we design a matching mechanism. 
We apply an attention mechanism to 
compute the correspondence between 
aspects and opinions and select a best 
opinion for aspect to get the final 
sentiment.
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Loss in Training  

Then we use the cross-entropy to compute the losses of three sub-tasks:
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