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PART ONE Introduction

Definition
As an essential sub-task of aspect-level sentiment analysis, Aspect-Term level Sentiment 
Analysis (ATSA) aims to predict the sentiment polarity with respect to given targets 
appearing in the text. 

The camera of the iPhone is delicate, it is extremely expensive.

ATSA may ask the sentiment polarity towards the given target “camera”.
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PART ONE Introduction

Existing Methods
Ø Conventional approaches incorporated linguistic knowledge into the models. 

DASFAA2021

Conventional approaches incorporated linguistic knowledge, such as sentiment-
lexicon, syntactic parser, and negation words, etc., and feature engineering into 
the models to facilitate the prediction accuracy.



PART ONE Introduction

Existing Methods
Ø Methods using supervised deep neural networks.

Mao, Li, Wang, Zhang, Peng, He and Wang: Aspect-Based Sentiment Classification with Attentive 

Neural Turing Machines. In(IJCAI2019)
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PART ONE Introduction

Challenges
Ø Fully labeled aspect terms and their 

locations in sentence are explicitly 

required in both training and test process 

for recent methods.

Du, Sun, Wang, Qi, Liao, Xu, Liu: Capsule 

Network with Interactive Attention for Aspect-

Level Sentiment Classification. In: EMNLP (2017)
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PART ONE Introduction

Challenges
Ø Fully labeled aspect terms and their 

locations in sentence are explicitly 

required in both training and test process 

for recent methods.

Ma, D., Li, S., Zhang, X., Wang, H.: Interactive 

attention networks for aspect-level sentiment 

classification. In: IJCAI (2017)
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PART ONE Introduction

Challenges
Ø However, the labeled aspect terms are often difficult to obtain in the practical  

applications.

Aspect terms?
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PART ONE Introduction

Challenges
Ø To acquire aspect terms on predicted sentences, automatic aspect term detection may 

lead to error accumulation, and manually identifying is inefficient even infeasible. 

Aspect Terms Sentiment 
Polarities

ClassifierExtractor

Error Accumulation！

Input Sentences
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PART ONE Introduction

Caspule Network
Ø Capsule Network is first proposed for image processing. The length of a capsule 

denotes the probability that the entity exists. And its orientation can encode the 

properties of the entity, which can be used for the reconstruction of the initial entities.
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PART ONE Introduction

Contributions

Ø To save computational cost, we propose a share-weight routing for capsule network and devise a 

reconstruction mechanism to reconstruct aspect terms with sentiment capsules.
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Ø We evaluate the proposed model in three widely used benchmarks. The results show the model can 

surpass SOTA baselines in standard ATSA tasks.

Ø Inspired by the previous capsule network, we propose CAPSAR (CAPsule network with Sentiment-

Aspect Reconstruction) framework by leveraging capsules to denote sentiment categories and enforce 

the potential aspect information as the corresponding properties. 
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PART TWO Model

Model Overview

The overall architecture is shown in the 

right figure. It starts with an embedding 

representation of words in the given 

sentence. Then the word embeddings 

are encoded by a sentence encoder to 

construct a sentence representation. 
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PART TWO Model

Next, the output of the sequence encoder 

is fed into a 3-layer capsule network. 

The up most capsule layer contains three 

sentiment capsules, which will be used 

to reconstruct aspect terms during aspect 

reconstruction.
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PART TWO Model

Training with Aspect Reconstruction
Ø Maximize the length of the correct sentiment 

capsules and we use a margin loss for every 
given sentence.

Ø Minimize the distance between reconstructed 
aspect and the gold aspect by a specifically 
designed reconstruction loss.

DASFAA2021



PART
Experiment

DASFAA2021



Dataset

PART THREE Experiment

Three widely used benchmark datasets are adopted in the experiment. 
Though these three benchmarks are not large-scale datasets, they are 
the most popular and fair test beds for recent methods.
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Main Results

PART THREE Experiment

We compare our method with 
several SOTA approaches.
From the following table, we 
can observe that our proposed 
model has clear advantages 
over baselines except the F1 
score on Laptop. In addition, 
the CAPSAR-BERT further 
improves the performance of 
BERT.
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PART FOUR Conclusion

ØTask: aspect-term level sentiment analysis.
ØModel: we proposed a CAPSAR which is piled up 

hierarchical capsule layers equipped with a shared-weight 
routing algorithm to capture key features for predicting 
sentiment polarities. 

ØExperiment: experimental results on three real-world 
benchmarks demonstrate the effectiveness of the proposed 
model.
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Thanks for listening~
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